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Motivation

Neural networks have been a popular topic for recent research;

Even though they perform well in practice little is known about
theoretical bounds
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Motivation

Neural networks have been a popular topic for recent research;

Even though they perform well in practice little is known about
theoretical bounds

Our goal: Analyze worst case behavior of 'simple’ neural networks.
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Two layer ReLU network
Assume that our data points are points in R%. Then a two layer ReLU
network is given by:

weights of the first layer, i.e.w;...wp € RY;

weight vectora € {—1,1}™ for the second layer;

We set f(W,x,a) := >, ajReLU((w}, x)) (where ReLU(r) = max{r,0}) to
be the prediction of x.
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Train a Two layer ReLU network

Assume that we are given a data set consisting of points x; ..., x, € RY
together with predictions yy,...,y, € R. In order to get good predictions
one tries to optimize

n

R(W,X) = %Ze(f(w,x,-,a),y;)

where ¢ : R? — R, is an appropriate loss function.
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Train a Two layer ReLU network

Assume that we are given a data set consisting of points x; ..., x, € RY
together with predictions yy,...,y, € R. In order to get good predictions
one tries to optimize

n

R(W,X) = %Ze(f(w,x,-,a),y;)

where ¢ : R? — R, is an appropriate loss function. Our loss functions:

01 (F(W, x;,0),yi) = In(1 + exp(y; - f(W,x;,a))) logistic loss;y; € {—1,1}
62(f(WaXiaa)ayi) = (f(W,X,‘,a) _yi)2 Squared lOSS;Yi eR



technische universitat
dortmund

SFB 876 Providing Information
by Resource-Constrained Data Analysis

7

Our goal

Training error R(W, X) < ¢
= Number m of inner notes;

= Number of iterations needed.



technische universitat SFB 876 Providing Information
dortmund by Resource-Constrained Data Analysis

Our results

| References | Widthm | Iterations T | Loss function |
[Du et at. 2019] 0(A~*n%) O(A2n%log(1/¢)) | squared loss
[Song, Yang 2019] | O(A~*n?) O0(A\"2n%log(1/e)) | squared loss
Our work 0(\—2n?) O(A2n%log(1/e)) | squared loss
[Ji, Telgarsky 2020] | O(y8logn) | O(s~1y72) logistic loss
Our work O(y~2logn) | O(e~1y72) logistic loss
[Ji, Telgarsky 2020] | Q(y~1/?) N/A logistic loss
Our work Q(y~Tlogn) | N/A logistic loss

Summary of previous work and our work. The improvements are mainly in the
dependence on the parameters \, v, n affecting the width m.
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Initalization sheme

Paired initialization:

Foreachr =2i — 1, we choose w, to be a random Gaussian vector
drawn from N(0, /).

Foreachr =2i — 1, we choose a, = 1.
For each r = 2i, we choose w, = w,_;.
For each r = 2i, we choose a, = —1.
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Initalization sheme

Paired initialization:

Foreachr =2i — 1, we choose w, to be a random Gaussian vector
drawn from N(0, /).

Foreachr =2i — 1, we choose a, = 1.
For each r = 2i, we choose w, = w,_;.
For each r = 2i, we choose a, = —1.
— Allows us to scale the vectors w, as f(W, x;,a) = 0 for alli € [n].
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Gradient descent/NTK analysis
Update step:

_ OL(W(t))
Wit+1)=W(t)—n WD)
Idea of the analysis:
of(W,x,a
(aTr) = arX1w,Tx2()

does not change by much over all iterations if m is large enough.
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Lower bound

Consider the following example data set:

e o (2) oo ()

'Bad’ example
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Lower bound

There exists a data set in 2-dimensional space, such that any two-layer
ReLU neural network with width m = o(y~1) necessarily misclassifies at
least Q(n) points.
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Outlook/Future work

What is the worst case bounds of m for logistic loss: O(y~1) or
0(r2)?

What is the worst case bounds of m for squared loss: O(n) or
0(n?)?.

What bounds can be shown for networks with different activation
functions/loss functions/more than two layers



